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- Conjectures: There is actually no other way to bound such random processes.
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It is technically convenient that $Y \geq 0$ since then
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Theorem (The Majorizing measure theorem): For Gaussian processes,
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HOW FAR DOES THIS GO?
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Some simple looking facts are mysterious: As a consequence of linearity,

$$
\mathrm{E} \sup _{t \in T} X_{t}=\mathrm{E} \sup _{t \in \operatorname{conv} T} X_{t} .
$$

As a consequence of the majorizing measure theorem, one obtain the following geometrical result about Hilbert space:

$$
\eta(\operatorname{conv} T, d) \leq C \eta(T, d)
$$

Potentially important problem: find a geometrical proof of this result.
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In this case the map $t \mapsto X_{t}$ is linear.
The most important case is where $\xi_{i}=\varepsilon_{i}$ are Bernoulli r.v.s,

$$
\mathrm{P}\left(\varepsilon_{i}= \pm 1\right)=\frac{1}{2}
$$

A Bernoulli process is then a collection of r.v.s $X_{t}=\sum_{i \geq 1} t_{i} \varepsilon_{i}$, where the parameter $t$ is a sequence $t=\left(t_{i}\right)_{i \geq 1}$. They occur in many circumstances when using symmetrization techniques (e.g in the study of random Fourier series).
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- Combining the previous: $\mathrm{Esup}_{t \in \text { solS }} X_{t}=\mathrm{Esup}_{t \in S} X_{t}$ where solS is the solid convex hull of $S$ :
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Consequently, if $T \subset$ sol $S$ then

$$
\mathrm{E} \sup _{t \in T} X_{t} \leq \mathrm{E} \sup _{t \in S} X_{t} \leq 2 \mathcal{F}(S)
$$

Thus

$$
E \sup _{t \in T} X_{t} \leq 2 \inf \{\mathcal{F}(S) ; T \subset \operatorname{sol} S\}
$$

Problem: Can this bound be reversed? i.e given $T$ can one find $S$ with $T \subset \operatorname{sol} S$ and $\mathcal{F}(S) \leq C E \sup _{t \in T} X_{T}$ ?

It should be very easy to disprove this! You simply have to invent a new method to bound these processes. Of course you can then make a new conjecture....
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THANK YOU FOR YOUR ATTENTION.
I hope I soon have to mail this check.

